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(5) a. John opened the door
b. The door opened

C. TP d. TP

a T A T

Q the door
Chomsky (2013, 2015) :
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[1] 4-ED DP 28 v*P $8EHA> & TP HEEEICEBERNCBE T2 DIERED,
(11) There are books (on the shelf)

= (24) ZP

[2] REFMLDOERET, REEHCBEIT 50D,
(7)=(13) =(29)
a. [6 Mary is likely [trto [y ___ [«*p?™ [vP win the race]]]]]

b. *(It) is likely [rrto [y Mary [or v* [ve win the race]]]]
c. *(It) is likely [ Mary [rrto [y ___ [« 0v* [ve win the race]]]]]

(14) *There is likely [tra boy to [»rv* ___ [vpwin the race]]]

[38] ECM # X DX EFRIT, REEHICBEIT L DD,
(16) a. I've believed John for a long time to be a liar

b. I have found Bob recently to be a morose

(17) a. *The DA proved [that the defendants were guilty] during each other’s trials
b. ?The DA accused the defendants during each other’s trials
c. ?The DA proved [the defendants to be guilty] during each other’s trials

(25) Wp =~ < ¢, ¢>

(Postal 1974)

(Lasnik and Saito 1991)



(31D) a. I believe the scientist to be a genius

b. U'P
< A
A VP

A% y

[p:al
] Yp
[¢:al
[Case: ACC]

[4] EEICRDRVEROBENL, REFINRVDD,
(20) = (32)
a. Mary didn’t go anywhere

b. *Anywhere, Mary didn’t go

(33) a. CP (= < Topic, Topic >) b. Y
XP CP XP TP (= <o, ¢>)
[Topic] /\
C TP (= <¢, ¢>) DP TP
[Topic]

[6] 72 X N—HEEDR DD DD,
4 a. XP b. XP

YP X YP X

(fH7EH) (FRELH)
X VAY VAY X
(FZE0)  (HiED) (hhEp)  (F2)

(X,Y, Z & N, V, P, T, C 7 & Ol % F§ 28, )

35)  a Hp b. ,

/\ /\ b-i. YP 23y DA HE),
H XP YP HP b-ii. Y & H 23 EH R4 44,
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[6] EPP (ZB 3 A STERIZRIIREE LD DH,

(36) a. Affondarono due navi (Burzio 1986)

sank two ships

“Two ships sank.’

b. *Sank two ships

c. Twoshipssank

Chomsky (2015) : FEHO5RET
- REEES TR TED, A XU TEED T,
- BEEES : T TE R, REEDO T, FMEFICL - TINEEZABND X9k D,

A2V TR JERE
(37) a. y (=TP) b. 6 (=<¢, ¢>)
T VP DP y
T v™P
[weak]

Topic for Discussion: The Nature of Labeling

A)

O

“[...] we need to discuss the exact nature of labels, and in particular whether they are to be defined

internally, as a core aspect of syntactic computation, as in the traditional approach stemming from

Government-Binding Theory, or externally, as in a recent proposal by Chomsky (2013), who claims that

labels are only needed at the interface for the interpretation of syntactic objects. As noted earlier, labels

seem to play some role in interpretation. The issue then is whether they also play a role in syntax, or
whether one must assume that they are purely an interface condition.” (Cecchetto and Donati 2015: 30)

Each SO generated enters into further computations. Some information about the SO is relevant to these

computations. In the best case, a single designated element should contain all the relevant information:

the label (the item “projected” in X-bar theories; the locus in the label-free system of Collins 2002). The label
selects and is selected in EM, and is the Probe that seeks a Goal for operations internal to the SO: Agree or
IM. (Chomsky2008: 141)

Projection is a theory-internal notion, part of the computational process GP. For a syntactic object SO to be
interpreted, some information is necessary about it: what kind of object is it? Labeling is the process of

providing that information. Under PSG and its offshoots, labeling is part of the process of forming a

syntactic object SO. But that is no longer true when the stipulations of these systems are eliminated in

the simpler Merge-based conception of UG. We assume, then, that there is a fixed labeling algorithm LA

that licenses SOs so that they can be interpreted at the interfaces, operating at the phase level along with

other operations. The simplest assumption is that LA is just minimal search, presumably appropriating a

third factor principle, as in Agree and other operations. In the best case, the relevant information about SO
will be provided by a single designated element within it: a computational atom, to first approximation a
lexical item LI, a head. This LI should provide the label found by LA, when the algorithm can apply.
(Chomsky 2013: 43)




5. ¢oFRE—FZER<BFEICHIFTDINIVIT
5.1 Saito (2016)DSNIV¥ER
(1) IR EESOHE BB RS NI UHIHEEE R O,

<ERBOHE>
(2)

.f/\"\
rd .

DP 7t T s {XP-Case, YP} --- > YP M E DINIVERET S

<JFiE 1> ZELEEY

(3) XHHEDS BN HFFamhvEEL (Kuno 1973)
(4)
TP
DP %¢ .“ .“"'_l__'_l__’_
DP ‘h | “
nv}ﬁ': ...':'|‘|,

(5) TEEICIHEFRECHEENR L BRI FEEERFHID o REHBICKWSNIUHFTENDDP [CX
5T DOFMESEL 1 31 DEAETHY, LIzt >T FFEE—DICRRSN S, (Saito 2020: 28)

<JFE 2> RS T)IT

(6) ZFEDRIZIITIIT

KER% AET2Y _ Wko7:
+ ]

(7) ROV T71E AZBICTP(53 VL CP)ICHETENDEEZ S5ND BEGTDEE TP O
[EIC pFHMEDHAIL 7 RS NAERERIL RIEDHBICL O TEISRIVESZ STV,
(Saito 2020: 28)

(8)

P

bPz TP s IXP-Case, YP} —— > YP MRS DS AR ERETS

(9) BEEDROZTIUT
s KEBIZ . o7z

(10) a. COBEL B2 GREERILD)

b. F#H\2 BfE (FEEZER)
c. ABRI& FHC WFo7z GER) (Saito 2020: 29)



<sHEREHT>

(11) BASEODENEETERD SRR
a. EHEETREN)
b. ¥the smell that fish burns
C. HNDRT7EEDHDE
d. xthe sound that someone closes the door (Saito 2020: 29)

(12) FEEDEERER
a. the claim that John was asleep
b. the claim that John made

(13)

b. DP

/\ N

D y (= <R, R>)

clz 11m /\ t1|1c /\

NP

\ 4 A
that

th]t A
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claim

R:BERERIE
(14) (1b, M) DEEE

Y

(5T EEREDXR] ——> IARTOMERT, COXFIHIHRHIZISIHEFI N TL\D,
a. TOEKIE XEFH BUN B
b. ABRH FUN BV FK

(16)

TP- & NP



(17) OXVR :BAEC BRI S F [ C Lo THRE CIRVWCEESH TS D TIE?
(18) #EeF XE _Z Mofzo ———> {XP, YPHBE
(19) EEEIANSREE I D & BN IFZRERI I RERER L,
Particle stranding
(20) A: RRChL- VI —XZERIZD |
B: Z | &Y ? L DI—X%E7?
A e ZRID | Uo<YUE»o7, (Sato and Ginsburg 2007: 198)

Case marker drop
(21) &I ZDIET (&) E>=D

(22) A2 abEHEIRORBEIC K > T RINIUSIIHEEE R T2 Ui e o712V T2 DHh ?

(23) a. *C DXt KB UTz, - > BREIECHFHZDN ?
b. SO ETAHE Z ABFH Uz, --- > focus particle £RINIUHTHEEEEF DD ?

(24) AV RN EEE R ORIEIC O LRV BRI TS REDARICENHDD 7

(25) a. 3BHE KERHEFH _ fELIzEE D07,
b. 3EHEC ABRHIEFD _ TOREZERR &S,

(26) KEFRHBMEFHY _ fEEUIz&ESo7=DIE. 3 B,
(27) XM HERED KSR BEBCHEEE o RIE—EERVEZBDINIUHFIFE DTN ?
(28)HEEENFEZAAN L. FEBEDAIEN MY I DALEIC—RICER TR\,
(29) a.xYi-ge  ren lai-le.

one-CL person come-ASP

‘A person came.’ (Cheng 1991: 129)

b. xYi-zi  gou, Geruisen hen xihuan.

one-CLdog Grissom very like

‘Grissom likes a dog.’ (Kuo 2009: 5)
(30) HHEEEMFEEIL. Top DEEERE Top RMED—EL, -
OXUL 5: LIFDE S Hthhialgen 7

(31) a. BNEHTBEHEL)
b. NIRRT ZEEIDSEDE




5.2. Saito (2018): 55EERRE U TOEEBCHE dshiEr
(32) EEBOHEE - ERERN S5 EESR Thr Do
(33)
KP
PN
DP K

KER &
(34) &lX ZDIET [A(Z)E>71=D
(35)EREINERI BRI 2DIE. DP ThHY, KP TIERL,
(36) v=A{a, BIDIRIVERET D=, vy REERE Lo aNFEEERF CH DN o IDFFNES

FERRE RV EIIHAEICIE afIDFRIFLES N, BRIDAT FERMHI TSNS,
(Saito 2020: 31)

(37)
y
T 0P
(38) DP
DP K
(39)
A
N ip
DP/\K pp/\ T
(40) ZELE
9
DIS// \\y (= TP)
DP/\K /[< K

Dp K P T

(47) SEMEEmER

0 (=NP)
N
¥y NP
N
TP F



(42) AV HRESFOFERRVSDH ?

(43) RRNSKEIMEFN _ HKz&BoTWS, — — —>EEFAE RIS T IV TH,

(44) BFRAIEEREFATCRUIBEICRD0DH ?
(45) DP
DP P
(46) HEEEFTC. BRI RERTEDTDUENSGDH ?

(47) a. [FEIHRVE=AREDTz,
b. * AOVINS VRS Z DKz,

(48) 1FEAEDSHNS 1 EZD NIV EEDTET,
(49) PP

PP/\K
(50) COOVEZHSHERIEZEURT L,

(51) (A3)DES%BIT K MM SHEEESDDH?

(Miyagawa 1989: 28)
(Miyagawa 1989: 31)

(52) OXuk2:focus particle HIFFEEREL\DZ&(TRBMH ? ED VD EEEFNGTEELR /4

DDM7?

(53) " ESHS A ABMNUIZ,

(54) OXUbk 3: HHEFEENFEEZTNEONEVND CEZEFHIIE IO TEST DN ?

(55) OAUS4: F & EDLSRMEBEDFERRD ? h— T S5T4—D Fin?

<HBEMHDSBEICDOWT>
(56)BAGEICHITIERMTEDSEIL TR CL > TITHhN S,

a. <a§_ﬂ¢> b.

-

_~ ~ —~

- ~ -
- —~
- _

DP TP DP

NN N

D NP T vP DP K

[¢: al (p: al [# -

(Saito 2020: 33)




(57) ZEEE

T
BHRICEOT KETERWET, (Saito 2020: 33)
(58)

u Sw
DP K DP

ga DP K DP TP

AN

ga DP K v T

I
£ (Saito 2018: 8)

(59)Search into this structure yields the topmost subject DP and its sister TP. Search
into the DP locates K. On the other hand, the first head found by search into the
TP isKin the second subject. Then, it is not obvious how K in the topmost subject

DP is valued as nominative. (Saito 2018: 8)
(60) It is the label provider that values a Case feature. (Saito 2018: 8)
(61)

XP
YP /N 7P
AN
W
F:
F:_] (Saito 2018: 8)
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Notes on “On the Causative Paradoxes: Derivations and

Transfer Domains”

Kensuke Takita Koichi Otaki
Doshisha University Chukyo University
ktakita@mail.doshisha.ac.jp koichi.otaki@gmail.com

1. Introduction

(1) “Causative paradoxes”
a. Properties suggesting bi-clausal structure:
—>Kuroda (1965)/Murasugi & Hashimoto (2004) (cf. [2]) & Sec.2

b. Properties suggesting mono-clausal structure:

I.  “The single accusative effect” (e.g. [4])
—>Sec. 4

1. “[T]he apparent extension of the binding domain” (e.g. [6a] vs. [6b])
—>Sec. 3

2. Evidence for Complex Structure

(2) Subject-orientation and the Causee
a. Subject-orientation of zibun ([8]):
Hanako-ga [cp Taroo-ga Ziroo-ni zibun-no syasin-o mise-ta to] it-ta (koto)

b. The dative-marked causee argument being the antecedent (cf. [9]):

Hanako-ga Taroo-ni zibun-no syasin-o sute-sase-ta

=>» The causee argument must be a subject; hence a bi-clausal structure.

(3) Adverb interpretation
a. Hanako-ga Taroo-o isoide rondon-ni mukaw-ase-ta (koto) (= [10Db]).

b. Hanako-ga Taroo-ni isoide rondon-ni yukkuri mukaw-ase-ta (koto)
=> A bi-clausal structure can represent the “causing” event and the “caused” event.

<?77> How about the ambiguity of “John opened the door again”?

-11 -
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(4) Locality of A-movement (passivization)
a. Sono hon-ga Hanako-niyotte Taroo-ni __ watas-are-ta (= [11b])

b. * Wani-ga Hanako-niyotte Taroo-ni __ tabe-sase-rare-ta =112))

(5) Condition B-effect
a. Taroo-ga kare-o suisensi-ta (koto) (Taroo # kare) (=[13a])

b. Taroo-ga Hanako-ni kare-o suisens-ase-ta (koto) (Taroo = kare) (=[13b])
c. * Taroo-ga Hanako-ni kare-o syookaisi-ta (regular ditransitive)

=» Given that pronouns must be in the different domain from their binders, there must
be a certain boundary between 7aroo and kare in (5b).
<~ Personal notes
(6) a. John made Bill nominate himself (himself = Bill [but # John])  (cf. [7])

b. Taroo made Hanako nominate him [him = Taroo] (cf. trans. of [13Db])
c. Taroo-ga Hanako-ni zibun-zisin-o suisens-ase-ta (koto) (cf. [6b])
d. Taroo-ga Hanako-ni kare-o suisens-ase-ta (koto) (ctf. [13b])

=» Anaphors and pronouns are in complementary distribution in English (6a-b) but

not in Japanese (6¢-d).

3. Phases and Transfer Domains in Causative Sentences

(7) The contrast to be addressed (= [14])
a. Taroo-ga Hanako-ni zibun-zisin-o suisens-ase-ta (koto)

b. * Wani-ga Hanako-niyotte Taroo-ni __ tabe-sase-rare-ta
=» Anaphor binding and NP-movement: relations holding between A-positions.

3.1. On the Theory of Phase and Transfer

(8) Quicoli’s phase-based locality of anaphor binding
Information on the reference of an anaphor is sent to the C-I interface together

with a transfer domain that includes the anaphor. (= [17])

-12 -



(9) Hlustration
a. John recommended himself. (= [18a]):
[ve John [v* [ve recommend himself]]] (= [19]) € Transfer: ‘himself = John’

b. * John thinks that Mary recommended himself. (= [18b]):
[,» Mary [v* [vp recommend himself]]] (= [20]) € Transfer: ‘himself = ?’

c. John recommended him. (from Saito’s 2017 (5b)-(6b)):
[ve John [v* [ve recommend him]]] € Transfer: ‘him # John’

(10)NIC (Nominative Island Condition) effect and its absence
a. * John thinks [cp that [p himself will be nominated]] (= [21]):
[cp that [te himself will be nominated]] € Transfer: ‘himself = ?’

b. Hanako-wa [cp [rp zibun-zisin-ga sore-o mi-ta] to] syutyoosi-ta (= [22b]):
[cp [tp zibun-zisin-ga sore-o mi-ta] to] < Transfer: ‘zibun-zisin = ?’

c. They want very much [cp for [1p each other to succeed]] (= [23b])

=>» The contrast between (10a-b) is left unexplained under Quicoli’s analysis.
=>»The NIC is so-named because the locality effect disappears when no nominative

is available (= no ¢-feature agreement happens) as in (10c¢).

(11) Saito s (2017) proposals (= [25])
a. T/V inherits phasehood from C/v* together with ¢-features.

b. A phase HP is transferred upon the completion of the next phase up.

b.

=>» Absence of ¢-feature agreement renders the Transfer domain smaller.

(12) Hllustration with [23b] (cf. [24])
They want very much [cp for [1p each other to succeed]] (= [23Db]):
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a. [cp for [1p each other to succeed]] < Transfer: ‘each other = 2’

b. 1. [cp for [rp cach other to [,p succeed]]] € Transfer
i1 [... they want very much [cp for [rp €ach other to [p ...]]] ...]
< Transfer: ‘each other = they’
< Topics for Discussion (1)
(13)What defines phases?
a. ¢-features? i. Cand v®™ are inherently phases by having them.
ii. T and V become phases by ¢-feature inheritance
(CIT are still phases even after inheritance).

b. interpretive properties?

=>1f (13a), why do phases exist in Japanese?
=>f (13b), why can T/V count as phases?

3.2. Locality of Movement and Binding in Causative Sentence

(14)a. Taroo-ga Hanako-ni zibun-zisin-o suisens-ase-ta (koto) (=[28])
b. John made Bill nominate himself (himself = Bill). =129))
(15)Analysis
(30) (31)
Taroo }*{ | Bill VP

himself

nominate

zibun-zisin

=>» The size of Transfer domains changes depending on the presence of ¢-features.
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< Topics for Discussion (2)
(16)How about Condition B?
a. Taroo-ga Hanako-ni kare-o suisens-ase-ta (koto) (= (6d); cf. [13Db])

b. John recommended him. (from Saito’s 2017 (5b)-(6b)):
[w» John [v* [ve recommend him]]] € Transfer: ‘him # John’ (= (9¢))

=>»Given [30], Taroo has been in the structure, hence the information ‘kare # Taroo’
should be sent to the interface just like (16b).

(17)Locality of A-movement

a. * Wani-ga Hanako-niyotte Taroo-ni __ tabe-sase-rare-ta =1[32))
b. (33) /TP\
TP
> N\
Ao
I
VP \v -ta

(Hanako-by) VP -rare-

Taroo VP

=>fn.2: “[T]he NP-movement cannot proceed through the edge of vP. [...] [T]his is
because the edge of vP/v*P counts as an A’-position unless it is a 6-position.”
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Section 4: The Single Accusative Effect

(1) The structure of TP (= 39)
a. Italian
Y (=TP)

T vP

(2) The structure of v*P (= 40)

R 3 (<o, 9>)
AN
R V*NP y
[o] AN
¢ R NP
[o]

(3) Bridge-verb constructions (= 41)

. English

d (=<0, 9>)

NP Y
T vP
[weak]

R is a weak head.

NP (internal argument) raises to Spec, R.
d is labeled <@, ¢>.

R (internally) pair-merges with v*.

R is categorized as V.

Poo0 o

a. John thinks that Mary is the most qualified candidate.
b. It seems that Mary is the most qualified candidate.

4) (=42) XP
NP RP
P
R Y
/N
R v R CP

I [o]

(5) Epstein, Kitahara and Seely (2016) (= 43)

XP
NP RP
/\
R CP
ﬁf\
V*
[¢]

a. The o-features of R cannot be valued.
b. R being a weak head, y cannot be labeled.

a. External pair merge of R and v*
forms <R, v*>
b. No o-feature inheritance by R.
c. The o-features are suppressed in v*.
d. v*can assign a 6-role to
the external argument.
e. Rscategorized as V.
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(6) TEF2° KERIC [w ML EJE)-% L 72EAA T, (=44)

(7) (=45) V*P
fE1 V*P
N
VP v*
RN
KERIC VP
NP vV
VN
+Hb ITI \|/
A A A

(8) LT KERic/*% 7 =% B~_-Z¥-72, (=46)

9) (= 47) TP
N

{E+F TP

*

T

v*P

AN |
V*P -7z

AN
VP v*
*

KER VP

N

\

v*P
NG
VP - -
VP v*
N
7= \|/

fr-
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(10)(= 48) TP
N
T TP
AN
VP oT
NG
V*P -7z
N
V*

1t

(11)  <cause, v{> < -sase-

Topics for Discussion [1]

External pair-merge of v* and cause
forms <v*, cause>.

v* can assign the agent role to KEF.
v* is inert for Case valuation.

(12)  KHEB2S fetic HooES % #HExER (T) (= 6b)

(13) Given the structure in (48), it seems possible to explain the fact that the local anaphor
H4>H & can take the matrix subject AE[7S as its antecedent.

(14) TP

|
HEEE S 5 cause

External pair-merge of v* and cause
forms <v*, cause>.

The lower v* loses its phase-head status.
KER and H4rHE& are in the same
spell-out domain, namely the higher v*P.

(15) The single accusative effect in (46) and the anaphor binding fact in (6b) can receive a

unified account.



Topics for Discussion [2]
(16) How does the structure in (48) distinguish between lexical and syntactic causatives?

(17)  a fE¥2 KEfiC BHD 7ve—2R%E 47
b. {tF25 KEBIC HHD 7V —R% E347-

(18) No lower v* in the lexical causative?
- What does v* do in the structure?

Topics for Discussion [3]
(19) v = categorizer?
(20) How is the lower V (=R) categorized in (48)?

(21) <v*, <<cause, v*>, R>> R->V
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